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ABSTRACT
Wireless Electroencephalograms (EEG) are currently being used to wirelessly transmit the data from brain sensors to a computer and they carry huge potential for many future medical applications. This paper presents the design of a hybrid medical sensor network with Tmote Sky motes as wireless EEG sensor nodes at the lowest level collecting EEG signals and sending them to Stargate PDAs at the next level. Stargates perform artifact removal, Fourier transformation and feature extraction and the final machine intelligence algorithms are run at a PC server. Several features of the CodeBlue medical sensor network like query processing, routing layer are used in our design. The advantages of the hybrid medical sensor network integrating wireless EEGs include the capability to have the brain monitoring functionality incorporated into the medical sensor networks.
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1. INTRODUCTION
Monitoring various signals from human body is presently an active area of research and development. Increasingly, monitoring devices are becoming wireless to allow patient mobility. Another trend is to connect monitoring devices into a network using wireless sensor nodes [1].

Wireless sensor nodes called motes consist of different types of sensors such as pulse oximeter, gyroscopes, accelerometers, an 8-bit processor and a wireless component. The processor runs a simple operating system called TinyOS [2] and wireless component is based on IEEE 802.15.4 radio interface [3] for low-rate wireless personal area networks (LR-WPANs).

Real-time classification of cognitive states, such as mental tasks, may be performed using physiological measurements, such as Electroencephalograms (EEG) recordings, as predictors or correlates of those states [4]. There can be up to 24 sensors connected each constituting an EEG channel. EEGs are used in many applications such as in Brain Computer Interface (BCI) and in epilepsy treatment.

![Figure 1: International 10-20 System of EEG Electrode Placement.](image)

In this paper we discuss how EEGs can be integrated with the medical sensor networks. The next section describes the wireless EEGs. Section 3 is on the medical sensor networks, Section 4 discusses machine intelligence applications and Section 5 concludes the paper.

2. WIRELESS EEGS
In this section we will present the state-of-the-art in wireless EEG and then discuss the next generation EEGs. Various wireless EEGs are being offered by the biomedical industry and the product quality is improving. Wireless EEGs consist of EEG sensors, electrodes, digitizing equipment with wireless interface providing connection to a personal computer or a PDA. EEG sensors are connected to well-defined parts of the human scalp (see Fig. 1) to collect brain signals.

Brain signals from each sensor (channel) are digitized at
250 Hz with 16 bits implying a data rate of 4 kbps per channel. Bluetooth [5] wireless interface is used to transmit the EEG signals to PDAs. Bluetooth supports minimum data rate of 115.2 kbps and a maximum data rate of 921.6 kbps [6]. With the minimum data rate, all 24 channels of EEG data can be transferred using Bluetooth.

Since traditional Medium Access Protocols (MAC) cannot take the advantage of the application specific requirements of medical sensor networks, it is suggested, in [7], to use a different approach and a low power MAC layer design is presented. This MAC protocol avoids wasting energy in idle listening, collisions and power over spending in transmissions.

In a recent clinical trial, it is proved that four-channel wireless EEG quality is acceptable and feasible to perform in the hospital emergency rooms [8].

Processing of the stored EEG data on personal computers or PDAs is an integral part of EEG systems. Some commercial EEG systems enable downloading of EEG data to a central site over TCP/IP connections. It is also possible to connect the PDA to the corporate network over a wireless connection (IEEE 802.11 or GSM) and make the data and connecting the PDA to the corporate network over a wireless connection. It is also possible to connect the PDA to the corporate network over a wireless connection (IEEE 802.11 or GSM) and make the data and associating it with the subject’s mental state. BCI systems first record EEG signals from human scalp and then extract appropriate features after removing artifacts from the recorded EEG signals. These features are then classified online using proper machine learning classifiers. The classifier results are converted into proper actions and then the subject is trained by giving feedback. An application is to automatically move a computer cursor left or right when training a handicapped person to use computers.

In our research, we have used the Bayesian [10] machine learning techniques which calculate the probabilities of variations in EEG signals by using mixture of Gaussian family of distributions. The classifier calculates the likelihood of each input signal to categorize it into a class of mental state. Here the EEG signals are the evidence and the calculated probabilities form the hypothesis for classification.

The accuracy of classification and the time taken for training are important parameters of EEG signal classification using wireless sensor networks. Accuracy is the percentage of unknown data sets that are classified to correctly belong to a mental task out of N tasks. In our previous study [11], we found that the Bayesian network (BNT) classifier gives the most accurate results.

3. MACHINE LEARNING APPROACHES

In recent years, EEG signals have been used in Brain-Computer Interface (BCI) research. BCI is oriented toward recognizing EEG patterns obtained from the human scalp and associating it with the subject’s mental state. BCI systems first record EEG signals from human scalp and then extract appropriate features after removing artifacts from the recorded EEG signals. These features are then classified online using proper machine learning classifiers. The classifier results are converted into proper actions and then the subject is trained by giving feedback. An application is to automatically move a computer cursor left or right when training a handicapped person to use computers.

In our research, we have used the Bayesian [10] machine learning techniques which calculate the probabilities of variations in EEG signals by using mixture of Gaussian family of distributions. The classifier calculates the likelihood of each input signal to categorize it into a class of mental state. Here the EEG signals are the evidence and the calculated probabilities form the hypothesis for classification.

The accuracy of classification and the time taken for training are important parameters of EEG signal classification using wireless sensor networks. Accuracy is the percentage of unknown data sets that are classified to correctly belong to a mental task out of N tasks. In our previous study [11], we found that the Bayesian network (BNT) classifier gives the most accurate results.

3.1 Analyzing EEG Data

EEG signals are usually contaminated by eye movements, eye blinks, and muscular activities. Therefore, before analyzing EEG signals, we need to remove these artifacts from the samples collected by electrodes. We have worked with the EEG data gathered and posted online by Z. Keirn [12]. The sample EEG data consist of five mental tasks, viz., the Baseline task, the Letter Composition task, the Multiplication task, the Counting task, and the Rotation task, for five trials from seven different subjects. Data of each trial were collected from seven EEG channels c3, c4, p3, p4, o1, o2, and EOG and were taken at 250 Hz for 10 seconds.

We have used the Independent Component Analysis (ICA) [13] in order to remove artifacts from the EEG data collected from sensors. The ICA method is based on the assumptions that the time series recorded on the scalp are spatially independent stable mixtures of the activities of temporally independent cerebral and artifactual sources, that the summation of potentials arising from different parts of the brain, scalp, and body is linear at the electrodes, and that propagation delays from the sources to the electrodes are negligible.

ICA computes an ‘unmixing’ matrix, W, which decomposes or linearly unmixes the multi-channel scalp data into a sum of temporally independent and spatially fixed components. The rows of the output data matrix, U = WX, are time courses of activation of the ICA components. The columns of the inverse matrix, inv(W), give the relative projection strengths of the respective components at each of the scalp sensors (right). Calling the activations the matrix of unmixed component time courses,

\[ W = \text{weights} \times \text{sphere} \]

\[ \text{activations} = W \times \text{data} \]

and the inverse weight matrix (i.e., the mixing matrix), \[ W^{-1} = \text{inv}(W) \] then the projection of the i-th independent component onto the original data channels is given by:

\[ \text{projection} = W^{-1}(i,:) \times \text{activations}(i,:) \]

In the above equations, artifact-free event-related brain signals were obtained by projecting the sum of selected non-artifactual ICA components back onto the scalp,

\[ \text{clean data} = W^{-1}(:,a) \times \text{activations}(a,:) \]

where [a] is a vector of the selected non-artifactual component numbers.
Table 1: Classification Accuracy

<table>
<thead>
<tr>
<th></th>
<th>S-1</th>
<th>S-2</th>
<th>S-3</th>
<th>S-4</th>
<th>S-5</th>
<th>S-6</th>
<th>S-7</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>T-1</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>3</td>
<td>5</td>
<td>5</td>
<td>91.4</td>
</tr>
<tr>
<td>T-2</td>
<td>3</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>91.4</td>
</tr>
<tr>
<td>T-3</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>91.4</td>
</tr>
<tr>
<td>T-4</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>91.4</td>
</tr>
<tr>
<td>T-5</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>3</td>
<td>91.4</td>
</tr>
</tbody>
</table>

4. MEDICAL SENSOR NETWORKS WITH WIRELESS EEGS

We assume a combined software and hardware platform for medical sensor networks such as the CodeBlue [17]. The CodeBlue provides several features that are useful for EEGs: location tracking, publish/subscribe routing layer and query interface. RF-based location tracking in CodeBlue allows mobility to the patients with EEG sensors in their scalp. After removing artifacts from the EEG data, we have extracted frequency components, i.e., features, from the clean EEG data. Two seconds long segments of the time signal which overlap one second have used to compute the power spectrum with a short time Fourier transformation [14]. This gives one feature per second and frequency band of 1/2 Hz. We have used a modified MFCC [15], which has linear frequency spacing below 100Hz and logarithmic spacing above 100Hz.

Feature values for different frequency bands might have different ranges and they might fluctuate differently. However, large fluctuations do not necessarily mean a large importance for classification [16]. Therefore, a simple normalization technique is used on training and test data sets. On training and test data sets, mean and variance are calculated for each electrode and each frequency band. The obtained values are then used for mean subtraction and variance normalization on the training and test data sets.

The goal of EEG signal classification is to recognize the mental state of interest into one of a number of mental states. Since the classification procedure in our case is applied on extracted features, it can be also referred to as feature matching. Furthermore, if there exists some set of patterns that the individual classes of which are already known, then one has a problem in supervised pattern recognition. This is exactly our case since during the training session; we have taken EEG signals for five different mental tasks from five different subjects for the first trial. These EEG signals comprise the training set and are used to derive a classification algorithm. The EEG data for the other 5 trials, are then used to test the classification algorithm; these EEG signals are collectively referred to as the test set. The results shown in Table 1 are from the accuracy of classification done on 5 mental tasks for seven subjects and for 5 trials. The last column of the table is the average percentage of success for each task on different subjects.

In the above table, S-1 to S-7 represent seven subjects and T-1, T-2, T-3, T-4 and T-5 represent Baseline, Letter Composition, Multiplication, Counting, and Rotation tasks respectively. The performance of the system can be improved by designing a hybrid classifier. Once this optimal classifier is designed, then the resulting classifier can be trained for each subject.

4.1 Query Processing

We have designed a simple query processor for our wireless EEG system which is adapted from the CodeBlue, queries take the form

\[ \langle S, C, p \rangle \]

where S is the set of node IDs that should report data for
this query, C is the count of the total number of samples and 
and p is the filter predicate.

By incorporating classification based on Bayesian machine
learning algorithm into the system, we have added additional
queries based on mental tasks, such as counting or rotation task. In our system, the query predicates can specify the mental task being performed by the subject, for example

\[ \{S, p = T - 1 \} \]

For this type of query, the query processor sends a query to the motes for subject S and the data received from motes are then forwarded to the machine learning subsystem for recognition. The machine learning system removes artifacts from received EEG data, extracts EEG features from the received data, runs the Bayesian classifier on the EEG features. The result of the machine learning system, i.e., the recognized task, is then sent to the user interface module to display. Note that for machine learning classification, we have trained a Bayesian classifier using sample EEG data before sensor deployment. The efficient implementation of these algorithms in real time is the major challenge in obtaining the results on timely fashion.

4.2 Multihop Routing

A simple tree based multihop routing algorithm has been implemented in our system for forwarding queries and results. The base station is the root of the tree and all communication is done through the root. The root periodically broadcasts beacon messages with monotonically increasing sequence number. The first hop nodes that receive beacon message set base station as their parents and forward the beacon message to the next hop nodes. The children notify their parents to make the tree loop free. Every node always selects the least cost root from the beacon message. The base station broadcasts queries and the source node always unicasts packets to its parent toward the base station.

5. CONCLUSIONS

We have presented the state-of-the-art of wireless EEGs which transmit the brain waves to a personal computer or PDA nearby for further processing. We have shown that wireless EEGs can be incorporated in the medical sensor networks. The hardware needed is TinyOS based sensor nodes equipped with EEG sensors. We have also presented a three-level hybrid medical sensor network design in which Tmote Sky mote-based EEG sensors are used at the lowest level, Stargates are used at the second level and more powerful PCs are used at the highest level. The system also contains other types of general-purpose PDAs that the users, medical personnel carry.

We have used the Bayesian network as the EEG signal classifier which gives the most accurate result as shown in our previous study. We have also designed a query processing subsystem and a multihop routing module for the hybrid medical sensor network. The queries initiated by general-purpose PDAs are processed by the base stations that have EEG data from the EEG sensors that the patients carry.

The future challenges include designing the mote-based EEG sensor nodes to handle brain monitoring. Implementation of the extensions we developed to CodeBlue for mote-based EEGs is needed to establish a prototype platform with which more experimentation can be done. Many new research directions lie ahead especially in machine intelligence algorithm development as the data from the brain sensors is coming online from the most complicated human organ including reducing the complexity of the classifiers. Networking issues such as fairness, latency, packet jitter and the effects of patient mobility to online monitoring need to be investigated.
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